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ABSTRACT: Establishing the relationship between the electrochemical activity of
a surface and its chemical structure is extremely important for the development of
new functional materials for electrochemical energy conversion systems. Here, we
present a fast method, which combines a theoretical model and density functional
theory calculations, for the prediction of nonadiabatic electron-transfer kinetics at
nanoscale surfaces with spatial resolution. We propose two approaches for the
calculation of electronic coupling, which characterizes the interaction strength
between electronic states of a redox-active molecule and surface electronic states
and depends on the position of the molecule above the surface. The first one is
based on the linear approximation between the electronic coupling and overlap
integral and takes into account the molecular wave function explicitly. The second one uses Tersoff−Hamann and Chen
approximations that are based on the model assumption about the molecular orbital structure and allow ultrafast electron-transfer
kinetic calculations only from the surface wave function. The proposed method was applied for the electron-transfer kinetic
investigation of graphene with defects. We have shown that defects can act as electrocatalytic sites, selectively increasing the electron-
transfer rate in a different range of standard redox potentials depending on the defect type.

■ INTRODUCTION

Heterogeneous electron transfer (ET) at the electrode surface
is an essential process in electrochemistry from both a
fundamental and an appliction point of view. ET forms the
basis of such important applications as fuel cells,1 electro-
chemical conversion of CO2,

2 water splitting,3,4 and recharge-
able batteries.5,6 High practical importance has stimulated
ongoing experimental and theoretical studies of the kinetics of
this process for developing new electrocatalysts.7

One of the critical parameters determining the electron-
transfer rate is the degree of interaction of the reactant with the
surface, which is characterized by the electronic coupling
parameter Hif.

8 If the interaction is strong, the electron transfer
occurs in the adiabatic regime, which is preferable for the
reaction at metal surfaces. In the case of a weak interaction, a
nonadiabatic regime of electron transfer occurs, the theory of
which is successfully used for the description of electron-
transfer kinetics at semiconductor surfaces.9,10

Recently, studies of nonmetallic electrocatalysts based on
chemically modified graphenes, as a cheaper alternative to
platinum catalysts, have become widespread.4,11−13 For
example, doping graphene with various heteroatoms (N, P,
S) or functionalization with oxygen-containing groups leads to
increased catalytic activity in the oxygen reduction reaction.14

The regime of electron transfer at the surface of carbon
materials is still a subject of controversy.15−18 In favor of the
nonadiabatic transfer at the graphene surface, some exper-

imental studies can be highlighted, showing the growth of the
rate constant for such chemical modifications that lead to an
increase in the density of electronic states at the Fermi level;
for example, acceleration of the ET at the graphene surface
with vacancies,19 and at graphene edges,20 with an increase in
the number of graphene layers.21 For the directed design of
such materials, it is necessary to understand the relationships
between structural modifications and the kinetics of electro-
chemical processes.
On the one hand, to solve this problem, experimental

methods are being developed, such as scanning electro-
chemical microscopy,22−26 which allows investigating the
electrochemical activity of materials with spatial resolution.
For instance, the increased activity of graphene edges using
Ru(NH3)6

3−/2− as a redox probe was shown.20 In ref 27, the
authors managed to obtain electrochemical current maps of
single-walled carbon nanotubes. They found that the activity is
greatly enhanced at kinked sites and regions modified by
oxidation.27 However, the spatial resolution of such studies is
on the order of 100 nm, which limits their effectiveness for the
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study of point defects with a characteristic size of less than 1
nm.
In this regard, theoretical approaches for evaluating ET

kinetics, using data from quantum chemical calculations as
parameters, are of particular relevance. In our recent work,
within the framework of the Gerischer theory, we examined the
influence of the density of electronic states of graphene on
electron transfer. We have shown the possibility of selective
electrocatalysis of redox processes in a particular range of redox
potentials depending on the type of defect.28 However, this
model did not take into account the effect of the electronic
coupling matrix element Hif, which depends on the position of
the redox species above the surface and therefore is of great
interest. The calculation of the electron transfer with a spatial
resolution, taking into account electronic coupling, was
performed by us earlier for the cluster density functional
theory (DFT) simulations.29 However, the use of this
approach to study redox processes on point defects in real
surfaces is limited because of edge effects.
The calculation of the electronic coupling is a fairly

nontrivial problem. There are quite a few different approaches
based both on wave function-based quantum chemical
methods, such as generalized Mulliken−Hush (GMH) and
fragment charge difference (FCD), and DFT-based ap-
proaches, such as frozen-density embedding (FDE) formalism,
constrained DFT (CDFT), and fragment orbital DFT
(FODFT).30,31 Some of these approaches are implemented
as standard methods in quantum chemical software packages.30

Most of these methods have been successfully applied to the
homogeneous charge transfer from a molecule to a molecule.
There are also attempts to implement some approaches for
periodic systems, where the quantum mechanical problem is
solved in the plane-wave basis.32,33 In the latter case, the
calculation of the electronic coupling matrix element becomes
quite computationally costly because of a large number of
electronic states in plane-wave DFT. Also, noteworthy are
works on heterogeneous electron transfer, which uses methods
based on perturbation theory.34 However, in this case, the
calculation efficiency also does not allow obtaining the
electron-transfer rate constant with a spatial resolution easily.
In this article, we propose two fast and flexible approaches

for calculating the rate constant of the outer-sphere non-
adiabatic electron transfer at nanoscale electrodes. The first
one is more rigorous and based on the linear approximation,

according to which the electronic coupling is equal (up to a
constant) to the overlap integral between donor and acceptor
orbitals. In this case, the acceptor orbital of redox species
explicitly takes into account for fast numerical overlap
calculations on the grid. In the second approach, we propose
to use analytical approximations that have been successfully
approved for obtaining simulated scanning tunneling micros-
copy (STM) images from plane-wave DFT calculations. In this
case, the electronic coupling can be assessed rapidly only from
the surface wave function (using some assumptions about the
wave function structure of redox-active species). As we focus
on the nonadiabatic transfer regime at nanostructured
semiconductor or semimetal electrodes with a low density of
electronic states, our model takes into account the quantum
capacitance of the surface for the correct prediction of the
alignment and occupation of electronic states upon contact
with an electrolyte.28,35 To test the proposed approaches, we
analyze the electron transfer on the surface of graphene
containing various point defects. As a part of our work, a
program code has been developed for calculating the electron-
transfer rate constant based on the electronic properties of the
surface obtained in Vienna Ab Initio Simulation Package
(VASP).36,37 The code is publicly available on GitHub.38

■ THEORY

The rate constant of heterogeneous electron transfer at zero
overpotential and under standard conditions (standard rate
constant) from an electrode to a redox molecule placed at r ⃗ in
solution in the nonadiabatic regime can be written as an
integral over electron transitions from various levels ε in the
electrode39,40

k r r
k T

f( ) ( , )
2

exp
( )

4
( ) ( )dF

2
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(1)

where f(ε) and ρ(ε) are the Fermi distribution function and
density of electronic states (DOS) in the electrode,
respectively; ω is the effective frequency of fluctuations of
the solvent polarization; κ(ε, r ⃗) is the electronic transmission
coefficient, which characterizes the transition probability in the
activated state from level ε to the acceptor state of the oxidized
species in the solution; λ is the solvent reorganization energy;
and εF is the Fermi energy of the electrode, which is equal to

Figure 1. Energy diagram showing the alignment and occupation of electronic states in the electrode and electrolyte before and after equilibration.
Occupied states are marked in yellow color.
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the electrochemical potential of electrons in solution εF,redox at
equilibrium.
According to the Landau−Zener theory,41,42 the electronic

transmission coefficient for the nonadiabatic reaction can be
expressed as40

r
H r

kT
( , )

2 ( , )3/2
if

2

κ ε
π ε

ω λ
⃗ =

| ⃗ |
ℏ (2)

Equations 1 and 2 can be rewritten in the form of Gerischer
integral,43 which allows a simple graphical interpretation
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where Wox(ε) is the energy distribution of oxidized states of a
redox couple in solution, shown in Figure 1a
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Thus, in the Gerischer model, the electron transfer can be
treated as a process occurring between isoenergetic levels in
contact phases. Reduction occurs from occupied states in the
electrode to empty states in the redox system. The reverse
process occurs from occupied states in the redox system (Wred
in Figure 1a) to empty states of the solid.
To define the position of the energy level εF,redox, we use the

concept of the absolute electrode potential, according to which
a point in vacuum close to the surface of the solution is taken
as the reference (zero) level.44 Then, εF,redox can be calculated
from the absolute potential of the standard hydrogen electrode
VSHE
abs and the standard redox potential of a couple V0 vs

standard hydrogen electrode (SHE)

e V V( )F,redox SHE
abs 0ε = −| | +

The value of −|e|VSHE
abs was taken equal to −4.5 eV.45

The position of an electrode band structure before contact
with an electrolyte (Figure 1b) is defined by the Fermi energy
level εF

vac of the uncharged surface relative to the point in a
vacuum just outside the surface, which can be routinely
estimated from DFT calculations.46 Upon contact with the
electrolyte, alignment of the Fermi level occurs due to charge
exchange at the electrode/electrolyte interface. For the correct
prediction of the level’s shift and occupation in a nano-
structured electrode with a low density of states, such as
graphene, nanotubes, and semiconductor nanocrystals, the
quantum capacitance must be taken into account.35 A detailed
description of the procedure has been given in our previous
work.28 Here, we briefly note that the quantum capacitance
determines the Fermi level shift in the electrode relative to its
band structure ΔEQ, while the double-layer capacitance CEDL
determines the band structure shift ΔEEDL as a whole (ΔEEDL
= −|e|σ/CEDL, where σ is the surface charge density obtained
during an equilibration process). It can be seen from Figure 1c
that

E EF, redox F
vac

EDL Qε ε− = Δ − Δ (4)

Since the product Wox(ε)f(ε) (or Wred(ε)(1 − f(ε)) for the
reverse process) is nonzero in a very narrow energy range of
∼kT near εF (Figure 1d), only the levels near the Fermi energy
contribute the most to the ET under zero overpotential.
In the current work, to obtain the spatially resolved electron-

transfer rate constant, we focus on the calculation of the

electronic coupling matrix element Hif, which is a significant
factor because it exponentially depends on the distance to the
surface.29,34,47 To calculate the matrix element, we use the
linear approximation based on the Hückel theory,48 according
to which the matrix element is proportional to the overlap
integral between the initial state ψi and the final state ψf of the
transferred electron

H r H r r( , ) ( ) ( ) ( ) ( )if i f i fε ψ ε ψ ψ ε ψ⃗ = ⟨ | ̂ | ⃗ ⟩ ∝ ⟨ | ⃗ ⟩ (5)

This approach was approbated in a number of works,49

including ours, where the electron-transfer rate constant has
been estimated from cluster DFT calculations with Gaussian-
type orbitals (GTO).29,47 Unlike ref 49, in which the authors
calculate integrals of partially occupied molecular orbitals
(POMOs) analytically, we used a numerical calculation of the
overlap integral on a grid. In our case, we obtained wave
functions of electrons in the electrode ψi (ε) from plane-wave
DFT calculations for each energy ε and wave functions of the
states in the redox-active molecule ψf from the Gaussian-type
orbital DFT. We used a similar procedure in our recent work,29

where the spatially resolved electron-transfer rate constant was
calculated based on the results of DFT calculations in the
GTO basis set, for both the electrode surface and redox
species.
Besides this, in the current work, we propose to apply the

simplified approach that is widely used for calculating scanning
tunneling microscopy (STM) images from DFT calculations.50

It is based on the use of the analytical approximation of the
acceptor wave function ψf. Such an approximation was
originally proposed by Tersoff and Hamann.51 The idea is
that ψf appears to be a spherical potential well (s-orbital). In
such an approximation, it is shown that the energy-dependent
electronic coupling matrix element is proportional to the
surface wave function ψi of an electron with the corresponding
energy ε, as shown in eq 6a

H r rs: ( , ) ( , )if iε ψ ε⃗ ∝ ⃗ (6a)

H r
z

rp : ( , ) ( , )z if iε ψ ε⃗ ∝ ∂
∂

⃗
(6b)

Then, this approach has been expanded to other types of
orbitals (p,d) by Chen;52 Equation 6b illustrates Chen’s
approximation for the pz orbital. Expressions for other types of
approximations can be found in ref 50. Computationally, such
approximations allowed us not to calculate the overlap integral
as in eq 5 for each position of the redox species above the
surface, which is computationally quite costly, but immediately
get the value of the electronic coupling (up to a constant), only
from the value of the wave function or its derivative at the
point r ⃗.
Thus, our model contains the following variable parameters:

the solvent reorganization energy λ, the standard redox
potential V0, the double-layer capacitance CEDL, and a
temperature T. The density of states ρ(ε), the Fermi level
εF
vac, and the surface wave functions ψi (ε) are taken from
plane-wave DFT calculations.
The rate constant in eq 3 can be used for an exchange

current density estimation across the whole interface

j
e
S

C r k r V( ) ( )d0 ∫= ⃗ ⃗

where e is the charge of an electron, S is the surface area, and
C(r ⃗) is the concentration distribution of the reactant at the
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interface, which can be obtained from MD simulations, as in
our previous works.53−55

■ COMPUTATIONAL DETAILS
Plane-wave DFT calculations with periodic boundary con-
ditions were performed using VASP.36,37 The projector-
augmented wave (PAW) method was used,56 with the
Perdew−Burke−Ernzerhof (PBE) exchange-correlation func-
tional and the plane-wave cutoff energy was 500 eV. The van
der Waals correction was not used. For ionic relaxation, we
used a 5 × 5 × 1 Γ-centered Monkhorst−Pack k-mesh. For
calculating the electronic structure for further analysis, a k-
mesh of 33 × 33 × 1 was used.
We considered three model systems, consisting of ca. 2.5 ×

2.5 nm2 single-layer graphene and containing different point
defects: single vacancy, Stone−Wales defect, and double
vacancy 555−777 (Figure 2).
See technical details of data postprocessing in Section S2 of

the Supporting Information. The procedure was implemented
using Python 3 and is publicly available on GitHub.38

■ RESULTS AND DISCUSSION
Effect of the Acceptor Orbital Description. In this

section, we compare the results of the rate constant
calculations from the two proposed approaches that differ in
the acceptor orbital description for the electronic coupling
estimation. We briefly recall that the first approach (more
robust and time-consuming) explicitly takes into account the
acceptor orbital structure obtained from a separate DFT
simulation of an acceptor molecule. The second one uses
Tersoff−Hamann and Chen approximations that are based on
the model assumption about the acceptor orbital structure and
allows fast ET kinetic calculation only from the surface wave
function.
We examined the ET rate constant from the graphene

surface with a single vacancy to the oxidized form of the
following redox couples: O2

0/−, Ru(NH3)6
3+/2+, and IrCl6

2−/3−.
These couples were chosen due to their very different
properties, such as the standard redox potentials (Table 1)
and structures of the highest occupied molecular orbitals of the
corresponding molecules in the reduced form calculated via
DFT with the GTO basis set (Figures S1−S3). Technical
details of these calculations are provided in Section S1 of the

Supporting Information. The following parameters were used:
T = 300 K and the double-layer capacitance was equal to the
characteristic value 20 μF/cm2.57 The calculations were done
for the acetonitrile solvent, in which the oxygen reduction is a
one-electron outer-sphere process.58,59 The standard redox
potentials and reorganization energies in acetonitrile are shown
in Table 1.
Constant-height images of the electron-transfer rate constant

(when the oxidized form of a couple is scanned over the
surface at a constant distance to the surface) are shown in
Figure 3. The distances were chosen to ensure the non-
adiabatic regime of the electron transfer. In the case of s and pz
approximations of the acceptor orbitals, the distance between
the surface and the scanning plane was 4.5 Å. For the correct
comparison between analytical approximations of orbitals and
the real ones, the distances between the graphene plane and
centers of molecules were chosen as follows: 5 Å for O2 and
6.9 Å for both IrCl6 and Ru(NH3)6. These distances provide
the location of the area of maximum overlapwhich
corresponds to the region closest to the graphene surface
atomsof about 4.5 Å.
As can be seen from Figure 3, the use of real acceptor

orbitals makes the images more blurry due to the characteristic
size of the corresponding orbitals. Asymmetry may also occur
(as in the case of Ru(NH3)6

3+/2+) associated with the specific
orientation and structure of the acceptor molecule. However,
the main characteristic features of the images obtained by the
two approaches are preserved: (1) the characteristic size of the
region with an increased electron-transfer constant; (2) the
relative activity of the defect and the nearby surface. Besides
this, the results for s and pz approximations are approximately
the same, which are consistent with STM results for these two
approximations.50

From the obtained results, it can be concluded that the
Tersoff−Hamann or Chen analytical approximation can be
used for the express surface analysis to identify electrocatalytic
sites and their relative activities, especially if the real acceptor
orbital is close to one of the analytical ones. The use of the
analytical approximation speeds up the rate constant
calculations by 2−3 orders of magnitude (see Figure S6)
since there is no need to consider the overlap integrals (eq S1)
and the results are obtained only from the local value of the
surface wave function or its derivatives. However, to obtain
more accurate results, it is preferable to use direct numerical
overlapping of donor and acceptor wave functions in the
electrode and electrolyte, respectively.

Spatially Resolved ET Kinetics at the Graphene
Surface: Effect of Defects and Standard Redox
Potentials. This section is devoted to the study of the
electron-transfer kinetics with a spatial resolution at the
graphene surface with the following point defects: mono-
vacancy, Stone−Wales defect, and double vacancy 555−777.
In our recent work,28 neglecting electronic coupling, we have

Figure 2. Model systems: (a) monovacancy, (b) Stone−Wales defect, and (c) double vacancy 555−777.

Table 1. Standard Redox Potentials V0 and Reorganization
Energies λ in Acetonitrile for the Corresponding Redox
Couples

redox couple V0, V vs SHE λ, eV

O2/O2
− −0.660 1.761

Ru(NH3)6
3+/2+ 0.162 0.863

IrCl6
2−/3− 0.8762 1.264
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shown semiquantitatively that different defects in graphene
could increase the ET rate constant in different ranges of redox
potentials, which opens the possibility for selective catalysis of
electrochemical reactions. However, the question about
spatially resolved reactivity of graphene with defects remained
open, which we address in this section.
Here, we used the Tersoff−Hamann approximation (s-

orbital). Constant-height images of the electron-transfer rate
constant for different defects and standard redox potentials are
shown in Figure 4. Scanning height is 4.5 Å. Since the Stone−
Wales defect has a sine-wave-like shape, which is consistent
with previous observations,65,66 the results were averaged on
both sides of the sheet.

It can be seen that pristine graphene has nearly uniform
reactivity with slight corrugation reflecting the atomic
structure. The surface-averaged rate constant largely depends
on the redox potential. It can be explained by the Fermi level
shift relative to the graphene band structure during
equilibration with an electrolyte due to low quantum
capacitance. As a result, under large redox potentials vs SHE,
such as −1 and +1 V, the density of states ρ(ε) at the Fermi
level is increased (Figure 5a) and, as follows from eq 3, the rate
constant is also increased. Redox-dependent electrochemistry
of graphene has been previously observed experimentally.20

Defects lead to nonuniform electrochemical activity and act
as catalytic sites (Figure 4). The local rate constant above
defects can be 3 orders of magnitude larger than that above the

Figure 3. Constant-height images of the electron-transfer rate constant (in arbitrary units) at the graphene surface with vacancy defects for the
corresponding redox couples depending on the level of description of the acceptor orbital.

Figure 4. Constant-height images of the electron-transfer rate constant for different defects (columns) and standard redox potentials (rows).
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nearby graphene surface, as in the vacancy case at V0 = −0.5 V.
Similar to pristine graphene, the ET kinetics depends on the
standard potential. However, the largest surface-averaged rate
constant is observed at different V0 for different defects. Single
vacancies accelerate the ET most strongly at V0 = −0.5 V, the
Stone−Wales defects at V0 = −1 V, and double vacancies at V0

= +0.5 V. This selective effect is qualitatively explained by the
fact that exactly at these potentials the density of states peaks,
induced by defects, match the Fermi level after equilibration
(Figure 5b−d). The nonuniform surface activity arises because
the midgap states induced by defects are localized. Formation
of localized states at vacancies and zigzag edges of graphene
has been confirmed experimentally.67−69 The shape and area of
the increased ET rate vary depending on both the defect type
and V0 and reflect the localized state structure near the Fermi
level. For example, for monovacancy at the standard redox
potential V0 = +0.5 V, the shape of a three-pointed star with
sufficiently long rays is observed; meanwhile, at V0 = −0.5 V,
this structure is not observed, and the area of the increased rate
constant is localized almost inside the circle. The Stone−Wales
defect shows the most delocalized states. The characteristic
size of the area of the increased rate constant is more than 1
nm.

■ CONCLUSIONS

In this article, we propose a fast method for assessing the
electrocatalytic activity of surfaces based on plane-wave DFT
calculations. The model takes into account the standard
potential of a redox couple, the solvent reorganization energy,
and the double-layer capacitance as variable parameters. The
quantum capacitance of a nanosurface, which is determined by
the density of states, is also considered for the correct

prediction of the alignment and occupation of electronic states
upon contact with an electrolyte. We have proposed two
approaches for the electronic coupling calculations. The first
one is based on linear approximation, according to which the
electronic coupling is proportional to the overlap integral
between donor and acceptor orbitals. The second one utilizes
Tersoff−Hamann and Chen approximations that are based on
model assumptions about the acceptor orbital structure and
allows ultrafast ET kinetic calculations only from the surface
wave function. Constant-height images of the rate constant
obtained by these approaches are similar. The main character-
istic features of the images, such as the size of catalytic sites
and their relative activity, are preserved. Our model has been
applied for the ET kinetic investigation of graphene with
defects (single vacancy, double vacancy, Stone−Wales defect).
We have shown nonuniform electrochemical activity of
graphene induced by the defects. The ET rate is increased
above the defects. Different defects show the largest catalytic
effect for different redox couples, what may be useful for
applications in selective electrocatalysis and electrochemical
sensors. The proposed method could also be applied to the
electrode design for electrochemical energy conversion
systems.
Finally, the limitations of the above approach are worth

discussing. In the above formulated form, the model implies
nonadiabaticity, i.e., weak overlapping of the wave functions
between which electron transfer occurs. In principle, it is
possible to expand this approach to the adiabatic regime of ET
using the non-linearized version of eq 2 (see the Supporting
Information for details) or even lowering of the activation
energy could be taken into account, using, for example, the
Newns−Anderson model.61,70 However, it requires calibration

Figure 5. Energy diagram showing occupied electronic states of pristine graphene (a), graphene with vacancy (b), Stone−Wales defect (c), and
double vacancy 555−777 (d).
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of the proportionality constant between the matrix element
and the overlap integral (see eq 5), as, for instance, we did in
our work29 using the GMH method.
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